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a b s t r a c t

A novel algorithm for registration of 2D LIDAR scans that combines two already known but different concepts
has been proposed. The algorithm combines the registration of lines and the registration in polar coordinates.
The main idea is a new representation of the surrounding area that makes the mentioned combination possible.
The algorithm works with line segments in polar coordinates that are expressed as functions of angles. This
representation significantly decreases the computation time and enhances the resulting alignment. The presented
algorithm was designed for indoor environments that are rich in objects that can be represented by line segments.
The algorithm has been tested with many indoor LIDAR scans and is able to align them with high accuracy and
in real-time.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Over the last years, the popularity of LIDAR (Light Detection and
Ranging) data is still increasing and the LIDAR technology is used in a
wide range of applications. Very often, LIDAR data provide information
about the surrounding area for the tasks like object tracking, robot
navigation, autonomous car driving, or even mapping of an unknown
environment. The robots and cars are equipped with laser scanners to
scan the surrounding area in two or three dimensions. The lasers emit
the rays and their reflections from the closest obstacles provide the
information about the surrounding area.

One of the applications is simultaneous localization and mapping
(SLAM). In the SLAM technique, the final map is composed of a set of
the LIDAR scans that need to be aligned. In other words, the locations
of the robot, where the scans have been taken, need to be corrected.
Odometry data can provide an initial guess of the robot location, but
every move of the robot increases the uncertainty about the location.
Registration of the scans can decrease the uncertainty of the possible
location of robot for further usage in the SLAM algorithms.

The main goal of LIDAR scan registration is to find the best orthonor-
mal transformation between two LIDAR scans. The transformation has to
align the scans with the best fitness. However, the LIDAR scans are only
partially overlapped because they are scanned from different locations
and also the correspondences between the points are unknown. These
two properties make the registration problem difficult. The state-of-
the-art algorithms solve this problem in different ways. Mostly, the
correspondence problem is solved by searching for the closest point
in the second set. The presented algorithm eliminates this problem by
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making use a continuous function that is defined in polar coordinates.
In addition to this, the usage of the line segments (instead of points)
decreases the computation time because the parts of the continuous
function can be defined and computed analytically. The line segment
representation of the 2D LIDAR scans is perfectly suitable for the indoor
environments because those environments are mostly composed of
objects that have straight shapes (like walls, wardrobes, commodes, and
furnitures in general) and therefore can be detected as line segments.
The benefits of the proposed method are the following.

∙ No correspondence search due to the polar coordinates.
∙ Usage of less objects (few line segments instead of many points).
∙ Fast computation of the error function and gradient due to the

analytical representation.

The most commonly used algorithm for registration of two sets of
points is Iterative Closest Points (ICP) in Besl and McKay (1992) and
Zhang (1992). The algorithm works iteratively and tries to minimize
the error between two sets of points. There are many variants of this
algorithm that improve some steps of the original version. For example,
Turk and Levoy (1994) introduced uniform sampling in the selection
step, and Masuda et al. (1996) used random sampling with a different set
of sample points at each iteration. The matching step was accelerated by
Zhang (1994) who used better structures like 𝑘-D tree to find the closest
points in the input sets. Other variants of these steps are described in
Rusinkiewicz and Levoy (2001).

The Trimmed Iterative Closest Point Algorithm (TrICP) by
Chetverikov et al. (2002) is a modification of the original ICP that
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sorts the weights in the ascending order before the rejecting step
and takes only a few of them. By this modification, the TrICP is
more robust to a low overlap. Fitzgibbon (2003) introduced another
variant called LM-ICP. It uses the Levenberg–Marquardt algorithm for
minimization, which does not affect speed significantly but allows the
use of statistics for better robustness. Generalized-ICP by Segal et al.
(2010) adds a probabilistic framework to the original ICP algorithm
with point-to-point and point-to-plane variants. Every point in the sets
is represented by a normal distribution of probability with the mean at
the point coordinates and the covariance matrix describing the error of
measurement. The method for registration of RGB-D data is described
by Ekekrantz et al. (2013), which uses features (points of interest) for
computing the proper transformation. One of the newest modifications
is Sparse-ICP (see Bouaziz et al., 2013). As mentioned in Pomerleau et al.
(2013), over 400 papers have been published about ICP and its variants.

All of these ICP variants need to find the correspondences between
the points by searching for the closest points in the second set. Even the
mentioned 𝑘-D tree has still the asymptotic complexity of (𝑛 log(𝑛)) to
find the correspondences for all points.

The Normal Distributions Transform (NDT) by Biber and Strasser
(2003) is a different kind of registration method for 2D space. This
registration method divides the space covered by points from the
scanner into cells, and for every occupied cell, a normal distribution of
probability is computed. Then it finds minimum of the − score function
with Newton’s algorithm. A 3D variant is described in Magnusson et al.
(2007).

The NDT algorithm finds the corresponding normal distribution of
probability by selecting its cell according to the coordinates of the ex-
amined point. This searching is fast ((𝑛) for all points), but some points
are excluded from the error computation because no corresponding cell
is found. Increasing the cell size can help with the inclusion of more
points but also the covariance of the cell becomes higher.

The method of Cox (1991), or Iterative Closest Line (ICL) by Alshawa
(2007) are useful for the indoor environments. Both algorithms as well
as the presented method use linear features but in a different way. The
method of Cox uses lines only for a model (that can be created from
the first scan) and aligns the points from the second set to the model.
Our new method uses the line segments for both scans, which improves
the computation time. Another improvement of our method is the
searching for correspondences. The condition for corresponding features
is the distance between them in both previous methods. Moreover, the
corresponding lines in ICL have to have similar angles within some
threshold. Searching for the corresponding lines needs 𝑚𝑛 iterations
in the method of Cox and 𝑛2 iterations in ICL. In contrast, our new
algorithm needs only 𝑛 iterations because it uses polar coordinates.

Polar coordinates were used in some previous papers (for example
Lingemann et al. 2005, or Polar Scan Matching (PSM) by Diosi and
Kleeman 2005) and in the presented algorithm as well. The usage has
the same purpose, which is fast correspondence search ((𝑛)) preserving
the inclusion of all available (visible) points. However, the description of
the surrounding space differs from the presented one. Both earlier papers
use the sets of points in polar coordinates, but the presented algorithm
uses a function as a more general and continuous description of the
surrounding area. This generalization allows the use of line segments
as functions of angles as described below. Lingemann et al. (2005) also
used the line segments but only for better detection of feature points,
not for registration.

In this section, the introduction to the registration problematic,
disadvantages of the state of the art methods, and solving the disad-
vantages have been explained. The remainder of the paper describes
the proposed algorithm in every detail in the following Section 2,
covering the mathematical background and implementation details of
the proposed method. Section 3 shows some results of the experiments
that have been used to prove benefits of the new algorithm, specifically
its speed and accuracy. The conclusion and future plans are presented
in the final section.

Fig. 1. The LIDAR function (a) of area (b).

2. New algorithm

The mentioned algorithms use the sets of points for the description
of surrounding area. However, a set of points is too general and can
contain more points that seem to be scanned in one angle. Since the
LIDAR technology is able to scan only one distance in every angle, it is
not necessary to use the sets of points. We can take advantage of this
special property of the LIDAR scans and represent the surrounding area
with a function called the LIDAR function defined as

surrounding area = ∫

2𝜋

0
F(𝜑) d𝜑, (1)

where the LIDAR function F(𝜑) returns a distance to the closest obstacle
in angle 𝜑 (Fig. 1(a)). Sampling of the LIDAR function results in a
set of points in the polar coordinate system, which is used in PSM as
mentioned above.

The error of alignment between two LIDAR scans (F and F′) can be
expressed with an error function E as

E( ) = ∫

2𝜋

0
(F(𝜑) − F̂′(𝜑))2 d𝜑, (2)

where F̂′ is the transformed LIDAR function F′ according to the orthonor-
mal transformation denoted by  defined as follows

𝑀 =
{(

�̂�, F̃(�̂�)
)}

=
{

 {(𝜑,F(𝜑))}
}

, (3)

𝑁(𝛾) =
{

F̃(𝛾)|
(

𝛾, F̃(𝛾)
)

∈ 𝑀
}

, (4)

 =
⎡

⎢

⎢

⎣

[𝑟] cos(𝜃) − sin(𝜃) 𝑡𝑥
sin(𝜃) cos(𝜃) 𝑡𝑦
0 0 1

⎤

⎥

⎥

⎦

, (5)

which saves every transformed point (rotated by 𝜃 and translated by 𝑡𝑥
and 𝑡𝑦) of the LIDAR function into the set 𝑀 . Since some transformed
points would share the angle �̂�, we need to choose only one of them that
has the smallest value F̃(�̂�). For this purpose, we introduce the function
𝑁(𝛾) that returns the set of all distances F̃(𝛾) that correspond to the
chosen value of 𝛾. The final transformed function F̂ is shown in (6) where
we choose the min from the set returned by the function 𝑁

𝑃 =
{(

�̂�, 𝐹 (�̂�)
)

|

(

�̂�, 𝐹 (�̂�)
)

= (�̂�,min𝑁(�̂�)) ;
(

�̂�, 𝐹 (�̂�)
)

∈ 𝑀
}

. (6)

The following conditions must be met (for small 𝜀) to keep the order
of transformed points. It also removes invisible points that seem to be
scanned from the opposite side
(

�̂� + �̂�, F̂ (�̂� + �̂�)
)

=  {(𝜑 + 𝜀,F (𝜑 + 𝜀))} , (7)

𝜑 < 𝜑 + 𝜀 ⟺ �̂� < �̂� + �̂�, (8)

where 𝜀 is a small number (𝜀 → 0) that describes the nearest surrounding
around 𝜑. The detailed explanation is covered in Section 2.3.

Unlike other environments, the indoor environments (consisting of
doors, furniture, etc.) are ideal for the description of area via line
segments. The presented method uses the line segments in the polar
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coordinate system for the fast correspondence search. The line segments
also change their end points dynamically according to the visible parts
of the underlying line. The final error is then derived from the errors
between the corresponding line segments. Its minimization finds the
parameters of the orthonormal transformation with the best fitness
value. Based on this, the algorithm can be divided into the following
steps: line segment detection, transformation of the LIDAR function, line
segment visibility, and minimization. All steps are repeated until some
of the convergence criteria are met.

2.1. Line segment detection

The LIDAR lasers output the sets of angles and distances. These
angle–distance pairs (points in a polar coordinate system) can be
transformed into a Cartesian coordinate system. Thereafter, a line
detection algorithm can be used to extract the lines from the scans. The
previous version of this algorithm (Holý, 2016) uses the Split-and-Merge
algorithm (Pavlidis and Horowitz, 1974) as the only line detection
algorithm. The selection was made based on the comparison in Nguyen
et al. (2007) for its superior speed, correctness, and suitability for LIDAR
scans. However, we can improve the line detection even more by using
a secondary line detection algorithm. After the points detected by the
Split-and-Merge algorithm are removed from the sets, the remaining
points are used by RANSAC (Fischler and Bolles, 1981) to detect more
line segments. Since every line is constructed from a set of points, the
first and last point (𝐴 and 𝐵) define the end points of the line segment.

A line in polar coordinates can be expressed as a function

L(𝜑) = 𝑙
cos(𝜑 − 𝛼)

, (9)

where 𝑙 is the distance from the origin and 𝛼 is the angle between
the normal vector of the line and the 𝑥 axis. The function L returns
the distance from the origin in angle 𝜑 and is defined in the domain
𝐷(L) ∈

(

𝛼 − 𝜋
2 ; 𝛼 + 𝜋

2

)

. Since we work with the line segments, the
domain is bounded by the end points 𝐴 and 𝐵. After that, the LIDAR
function F can be constructed of the detected line segments as the
following piecewise function.

F(𝜑) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

L0(𝜑), if 𝜑 ∈ 𝐷(L0)
L1(𝜑), if 𝜑 ∈ 𝐷(L1)
⋮
L𝑛(𝜑), if 𝜑 ∈ 𝐷(L𝑛)

(10)

𝐷(F) = 𝐷(L0) ∪𝐷(L1) ∪⋯ ∪𝐷(L𝑛), (11)

where the domains 𝐷(L𝑖) are disjoint.

2.2. Transformation

The function L is defined by two components 𝛼 and 𝑙. Eq. (6)
transforms the components into �̂� and 𝑙 as

�̂� = 𝛼 + 𝜃, (12)

𝑙 = 𝑙 + 𝑡𝑥 cos(𝛼 + 𝜃) + 𝑡𝑦 sin(𝛼 + 𝜃), (13)

where 𝑡𝑥, 𝑡𝑦, and 𝜃 defines the transformation  in (5). The domain of
the function L needs to be transformed as well via its endpoints.

2.3. Line segment visibility

Some transformations can make the LIDAR function invalid because
the domains of partial line functions become not disjoint (a line segment
become only partially visible), or some line segments seem to be scanned
from the opposite side (both problems are shown in Fig. 2).

In the case of not disjoint domains, an ordered set can be created
from the bounds of the domains 𝐷(L𝑖). Then it is needed to check

which line segment function has the smallest value in the middle of the
examined interval of two consecutive bounds. Since every function L𝑖 is
defined only in the domain 𝐷(L𝑖), it is necessary to check the function
L𝑖 only between the intervals of its domain. After this step, all domains
𝐷(L𝑖) are disjoint again. This solves the problem described by (4) and
(6) for the line segments.

In the second case, line segments that seem to be scanned from the
opposite side need to be rejected. These line segments can be easily
found if their transformed domain 𝐷(L̂) ∈ ⟨𝑎; 𝑏⟩ meets the condition
𝑎 > 𝑏 as described in (7) and (8).

2.4. Error of alignment

The partial error e𝑖( ) of two corresponding line segments L𝑖 and L̂′
𝑖

(gray areas in Fig. 3) can be computed within the
⟨

�̄�𝑖; �̄�𝑖
⟩

interval where
both functions are defined, since �̄�𝑖 = max(𝑎𝑖, �̂�′𝑖) and �̄�𝑖 = min(𝑏𝑖, �̂�′𝑖) as

e𝑖( ) = ∫

�̄�𝑖

�̄�𝑖

(

L𝑖(𝜑) − L̂′
𝑖(𝜑)

)2
d𝜑. (14)

This integral can be analytically computed as follows

e𝑖( ) =
[

𝑙2𝑖 tan(𝜑 − 𝛼𝑖) + 𝑙′𝑖2 tan(𝜑 − �̂�′𝑖 ) − 2𝑙𝑖𝑙′𝑖𝑃𝑖(𝜑)
]�̄�𝑖
�̄�𝑖
, (15)

where 𝑃𝑖 is defined as

𝑃𝑖(𝜑) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

tan(𝜑 − 𝛼𝑖) if 𝛼𝑖 = �̂�′𝑖 (a)

ln
(

cos(𝜑−𝛼𝑖)
cos(𝜑−�̂�′𝑖 )

)

sin(𝛼𝑖 − �̂�′𝑖 )
otherwise. (b)

(16)

The final error (2) is then defined as a sum of the partial errors
multiplied by a coverage coefficient

E( ) = 𝐶
𝑛
∑

𝑖=0
e𝑖( ) (17)

where the coverage coefficient 𝐶 is defined as

𝐶 = 2𝜋
(
∑𝑛

𝑖=0 �̄�𝑖 − �̄�𝑖
)2

. (18)

Unlike the previous version (Holý, 2016), we introduce the coverage
coefficient that improves the error function and solves situations when
the error function has a lower output value but the alignment is worse.
It is necessary to realize that the error area between two corresponding
line segments is also affected by the interval where both functions
are defined. Based on this, we need the minimal area between the
corresponding lines at the widest interval.

2.5. Minimization

To minimize (17), the method of gradient descent can be used. The
values of gradient can be computed analytically as partial derivatives of
the expression in (17). Since the transformation can change correspon-
dences, it is necessary to transform the LIDAR function in every iteration
of gradient descent. Because of this, the analytically computed gradient
has the most accurate value at (0, 0, 0). The gradient at (0, 0, 0) can be
computed as follows

𝜕E
𝜕𝑡𝑥

=
𝑛
∑

𝑖=0

[

2 cos(𝛼′𝑖 )
(

𝑙′𝑖 tan(𝜑 − 𝛼′𝑖 ) − 𝑙𝑖𝑃𝑖(𝜑)
)]�̄�𝑖

�̄�𝑖
, (19)

𝜕E
𝜕𝑡𝑦

=
𝑛
∑

𝑖=0

[

2 sin(𝛼′𝑖 )
(

𝑙′𝑖 tan(𝜑 − 𝛼′𝑖 ) − 𝑙𝑖𝑃𝑖(𝜑)
)]�̄�𝑖

�̄�𝑖
, (20)

𝜕E
𝜕𝜃

=
𝑛
∑

𝑖=0

[

−𝑙′2𝑖
cos2(𝜑 − 𝛼′𝑖 )

+ 2𝑙𝑖𝑙′𝑖

(

tan(𝜑 − 𝛼′𝑖 )
sin(𝛼𝑖 − 𝛼′𝑖 )

− cot(𝛼𝑖 − 𝛼′𝑖 )𝑃𝑖(𝜑)
)]�̄�𝑖

�̄�𝑖
. (21)
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Fig. 2. The transformed line segment L̂0 is only partially visible because the domains 𝐷(L̂0) and 𝐷(L̂1) are not disjoint. And the transformed line segment L̂1 seems to be scanned from
the opposite side (�̂�1 > �̂�1).

Fig. 3. Gray areas show the errors between the corresponding line segments. A line
segment (e.g. L3) can be corresponding for more line segments (L′

3 and L′
4) of the second

LIDAR function.

The step size of the gradient descent is changed in every iteration.
When the minimization starts, the initial guess of the step size is
increased as long as the error is minimizing. The step size has to be
decreased when the next error value is higher than the previous one.

The result of minimization of the LIDAR scans from Fig. 3 is shown
in Fig. 4. The algorithm minimized the error between the LIDAR scans
(gray areas in Fig. 3) and converged to an accepted minimum. Fig. 5
visualizes the error function before and after the minimization.

3. Results

The algorithm has been tested with many indoor datasets includ-
ing Belgioioso castle (Haehnel, 2000a), Intel Research Lab (Haehnel,
2000b), own data scanned at our university, and also data from a
simulated environment. Every test has compared the proposed method
against PSM and two variants of ICP (TrICP and Sparse-ICP). The
implementation of TrICP was taken from libpointmatcher (Pomerleau et
al., 2013), the implementation of Sparse-ICP from libsparseicp (Bouaziz
et al., 2013), and PSM from libpsm-v0.31 (Diosi and Kleeman, 2005).
We present the results of Intel Research Lab dataset and Belgioioso castle
dataset in this paper.

Since the scan matching algorithms are used in the early step of
SLAM when no additional information (except odometry) are available,
the algorithms have to be able to align two consecutive scans without

Fig. 4. The result of minimization of the LIDAR scans from Fig. 3 when the algorithm
converged to a minimum.

any additional information as well. The experiments take this into
account and align only two consecutive LIDAR scans to build a map
with no SLAM technique. This testing approach was chosen deliberately
to clearly show the precision of the registration algorithms. Testing
the registration algorithms within a SLAM setup would show the final
map aligned mostly by the SLAM technique and not by the registration
algorithm itself. The SLAM algorithms are more robust in mapping
because they often use loop-closing techniques and are designed for
building a complete map. In contrast, the registration algorithms are
designed to align only two consecutive scans and not every scan in the
whole map. However, in this testing approach, we create a complete
map with the registration algorithms only to cumulate the error of
alignment so the final map can show how accurate the algorithms were.

The experiments measured the computation time and alignment of
the compared algorithms. The final map was compared in several ways.
At first, we used the mean squared error (MSE) to measure the error
of the final alignment. The closest point to the measured point was
considered as the true value for MSE. It was searched in all sets except
the one containing the measured point. The second way used ground
truth data and compared the estimated locations with the correct ones.

Fig. 6 shows one of the results of registration of all compared scan
matching algorithms. We used the first 1,700 scans to create the loop
around the center of Intel Research Lab. As the figure shows, the first
1,700 scans are enough to see the accumulated error because even our
algorithm accumulated a little error that can be seen as the ’’double
wall’’ on the top of Fig. 6(a). This is probably caused due to getting stuck
in a local minimum during minimization of (17) for one pair of scans.
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Fig. 5. Visualization of the error function before the minimization (the first row; Fig. 3) and after (the second row; Fig. 4). The circles in the center of images show the current error
value. Red color means a lower value.

Fig. 6. The result of the first 1,700 scans of the Intel Research Lab aligned by the presented algorithm (a), Sparse-ICP (b), TrICP (c), and PSM (d). Every algorithm accumulated bigger
error in the location and orientation than the new algorithm.

The other compared algorithms accumulated bigger error during the
registration than the presented one. For instance, the results of Sparse-
ICP (shown on Fig. 6(b)) shows a bigger error on every scan, which
results in the mismatch of the beginning and the end of the final map.
Similar problems have been found with the rest of the tested algorithms.

Since every scan-matching algorithm is accumulating error during
map building, Fig. 7 shows cumulated location and orientation errors.

As mentioned above, the alignment of the final map was compared
with MSE as well. The results of the computation time and MSE along

with the averages of location and orientation errors are shown in
Table 1. The bold numbers mean better results.

Similar experiments were performed with the Belgioioso castle as
well. Fig. 8 shows one of the results with 400 consecutive scans of the
castle that were captured during the move through three rooms.

Cumulated location and orientation errors of the Belgioioso castle
are shown in Fig. 9.

Also the second presented experiment was compared by MSE, aver-
age time, location, and orientation errors as is shown in Table 2.
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Fig. 7. The comparison of cumulated errors of the Intel Research Lab between the estimated and correct locations (a) and orientations (b) for all tested algorithms.

Fig. 8. The result of the 400 scans of the Belgioioso castle dataset aligned by the presented algorithm (a), Sparse-ICP (b), TrICP (c), and PSM (d). Every algorithm accumulated bigger
error in the location and orientation than the new algorithm.

Fig. 9. The comparison of cumulated errors of the Belgioioso castle between the estimated and correct locations (a) and orientations (b) for all tested algorithms.

Table 1
The comparison of MSE and averages of computation time, location and orientation errors
of the Intel Research Lab dataset.

Algorithm MSE Time [ms] Loc. [cm] Orien. [rad]

Our 0.732 2.11 35.806 0.0509
Sparse-ICP 1.044 81.75 293.274 0.1976
TrICP 2.06 10.43 284.917 0.2559
PSM 2.93 1.95 337.391 0.1449

Table 2
The comparison of MSE and averages of computation time, location and orientation errors
of the Belgioioso dataset.

Algorithm MSE Time [ms] Loc. [cm] Orien. [rad]

Our 0.918 2.43 7.472 0.0243
Sparse-ICP 1.127 65.21 18.371 0.0746
TrICP 1.816 9.48 24.122 0.0901
PSM 3.081 2.18 39.301 0.1735
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All of these experiments were performed on a single core of 1.90 GHz
Intel® CoreTM i7–3517U in C++ on Linux OS.

4. Conclusion

A novel algorithm for registration of LIDAR scans has been presented.
The algorithm uses line segments that are expressed in polar coordi-
nates as functions of angles. This description of the surrounding space
around the LIDAR scanner with continuous LIDAR function in polar
coordinates brings a better final alignment and lower computation time
because there is no need for searching for the correspondences, and the
gradient can be computed analytically. The experiments proved that
the presented algorithm is accurate and fast. The future focus will be
concentrated on a 3D variant of the algorithm that could bring even
better improvements in the computation time and alignment.
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