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Tasks for labs:

* instead of face recognition, use parking lot dataset (1. exercise):
o http://mrl.cs.vsb.cz//people/fusek/ano2 course.html
visualize several best features:

e

* create parking lot occupancy recognizer with the use of Haar features combined with
RandomForest or AdaBoost

* in addition to this, try to experiment with HOG and LBP Features and try to compare

recognition performances (Haar vs. HOG vs. LBP) - with the use of scikit-image and opencv
library

» for visualization of results (comparison) try to use python libraries (e.g. Matplotlib, Seaborn)
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Instead of the adaboost classifier, the RandomForest classifier is used in this sklearn example.

from time import time

import numpy as np
import matplotlib.pyplot as plt

from sklearn.ensemble import RandomForestClassifier
Trom sklearn.model_selection 1mport tralin_test _split
from sklearn.metrics import roc_auc_score

from skimage.data import L1fw_subset

from skimage.transform import integral image

from skimage.feature import haar_like feature

from skimage.feature import haar_like_feature_coord
from skimage.feature import draw_haar_like_feature
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The procedure to extract the Haar-like features from an image is relatively simple. Firstly, a region of

interest (ROI) is defined. Secondly, the integral image within this ROl is computed. Finally, the integral
image is used to extract the features.

def extract_feature_image(img, feature_type, feature_coord=None):
""WExtract the haar feature for the current image"""
11 = integral_image(img)
return haar_Llike feature(
ii,

9,

9,

1i.shape[0],

ii.shape[1],
feature_type=feature_type,
feature_coord=feature_coord,
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I A random forest classifier can be trained in order to select the most salient features fspecifically for

face classification. The idea is to determine which features are most often used by the ensemble of

trees. By using only the most salient features in subsequent steps, we can drastically speed up the

computation while retaining accuracy.

clf = RandomForestClassifier(
n_estimators=1000, max_depth=None, max_features=100, n_jobs=-1, random_state=0
)
t_start = time()
clf.fit(X_train, y_train)
time_full_train = time() - t_start
auc_full features = roc_auc_score(y_test, clf.predict_proba(X_test)[:, 1])

idx_sorted = np.argsort(clf.feature importances )[::-1]

fig, axes = plt.subplots(3, 2)
for idx, ax in enumerate(axes.ravel()):
image = images[0]
image = draw_haar_like_ feature(
image, 0, O, images.shape[2], images.shape[l], [feature_coord[idx_sorted[idx
)
ax.imshow(image)
ax.set xticks([])
ax.set_yticks([])

fig.suptitle('The most important features')
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the multi-output meta estimator

Decision Tree Regression with Feature Importance based On mean decrease
AdaBoost In impurity

Early stopping in Gradient

Boosting Feature importances are provided by the fitted attribute feature_importances_ and they
Feature importances with a are computed as the mean and standard deviation of accumulation of the impurity decrease

forest of trees within each tree.

Feature transformations with

ensembles of trees A Warning

Features in Histogram Gradient

Impurity-based feature importances can be misleading for high cardinality

Boosting Trees . . _
features (many unique values). See Permutation feature importance as an

Gradient Boosting Out-of-Bag alternative below

estimates
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